Small but NAIGHTY

Empowering Small Language Models to
Outperform Their Larger Counterparts

Presented by Jillian Fisher & Skyler Hallinan




Language Model Scaling

Can these models still be useful?

___Capability
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Small Models

J

Access to Internal
Data (e.g. logits)

Cheap (training and , Less instruction BHigher tendency for
inference) Privacy of Data following repetition

Lower fluency



Improving on Text to Text Generation Tasks

Style Transfer

Authorshi
Obfuscation

>

Obijective: Target Style

Obijective: Not Original

Author Style

4 )

We can do this. | know we
can, because we've done it
before.

& ) y
. Original Text (Obama)

We can do this. | know we\
can, because we've done it_>
. before...
& :

| Y Original Text (Obama)

We can accomplish this feat.
For we have conquered such
tr|a|s in times past...

(" )

New Text

‘ ; ) (Shakespeare)

~

J

Y Obfuscated Text

We can totally handle
this: we have done this
g before dude.
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JAMDEC: Unsupervised Authorship

Obfuscation using Constrained
Decoding over Small Language Models

Jillian Fisher, Ximing Lu, Jaehun Jung, Liwei Jiang, Zaid Harchaoui, Yejin Choi
Findings of NAACL, 2024.


https://arxiv.org/search/cs?searchtype=author&query=Fisher,+J
https://arxiv.org/search/cs?searchtype=author&query=Lu,+X
https://arxiv.org/search/cs?searchtype=author&query=Jung,+J
https://arxiv.org/search/cs?searchtype=author&query=Jiang,+L
https://arxiv.org/search/cs?searchtype=author&query=Harchaoui,+Z
https://arxiv.org/search/cs?searchtype=author&query=Choi,+Y

Authorship Obfuscation

What?

Why?

Rewriting text to obscure the original author’s identity
*Should maintain the content and sentiment*

é ) a )

We can do this. | know we can, because_’ We can totally handle this; we

/ we've done it before... p have done this before dude.
- ) G )
/ Original Text (Obama) / Obfuscated Text

Blind Review for Interact‘iohnFon Mental Anonymous
Scientific Papers Health Forums Online'Review

T — e

¢




JAMDEC Decoding

eyser-controlled, inference-time algorithm for
authorship obfuscation that can be applied to any
text and authorship without a separate authorship

Corpus

®3 Stage Approach:
1. Keyword Extraction: Extract keywords to

maintain original content

2. Over-generation: Generate many diverse
outputs that include the keywords

3. Filters: Maintain fluency and content

preservation, +any user-specified control

My mom won'’t let me go to the
party tonight. from hitting up the party tonight.

Original Obfuscation

My mom'’s totally blocking me

®
S .'
1. Keyword /\ 3. Fllters
Extraction T
\ / My mother will not allow me to

l attend the festivities tonight.

Attendance for me at the party
tonight is forbidden by my
Mom Won't maternal authority.

Let
My mom'’s totally blocking me

from hitting up the party tonight

1 e

Party Tonight

2. Over-Generation

| am so annoyed. - | |



Innovations: Keyword Extraction

Original

® Current methods rely on word-embeddings with similar cosine similarity to whole phrase My mt‘;IZ‘F‘;;‘;'t"y'tt'j:i;“hetgc’ ‘o

!

*New Likelihood-based Method*

. o o 1. Keyword
e Keywords = top-k tokens with the lowest conditional probabilities, as measured by a Extraction
specific language model
P(t;| context;) R
where t. and context; is the token and given context at time i . Let
Party Tonight

- Auto-Regressive P(ti ‘ Lyt ti—l)

(G PTZ) | am so annoyed.
Text-to-Text P(tl | tl’ c o oo ti_l, [MASK], ti-|—1’ e e o o tl’l)
(T3)

W




Innovations

My mother will not allow me to attend the
festivities tonight.

Original

My mom won't Iet.me go to Attendance for me at the party tonight is
the party tonight. forbidden by my maternal authority.

!

—

1. Keyword My mom'’s totally blocking me from hitting up
Extraction the party tonight

) 4
!

Mom Won't ‘
Let

Keywords

Party Tonight

+

2. Over-Generation

"

S

| am so annoyed.

Left Context




Innovations: Over-Generation

Constrain to original Create diverse
content authorship styles
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My mother will not allow me to attend the

forbidden by my maternal authority.

y mom'’s totally blocking me from hitting
up the party tonight

-~

Constrained + Diverse Beam Search
(CoDi-BS)

-

~

Y
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Constrained + Diverse Beam Search
(CoDi-BS)

o S
oy

arg max Pyy|x)+ AC(y)
yeY

Where x is sequence of previous tokens, y € Y is the output

sequence, and 0 € Q is the parameter vector.

 Add Diversity \

=

P*(y|x) = Py(y|x) — AF

Where L € R' is the logits, F' € R" is a vector of frequency of each

token chosen in the previous beams, and A is a hyperapramter




Innovations

Original

My mom won't let me go to
the party tonight.

!

1. Keyword
Extraction

) 4
!

-.:’ Mom Won't
C;) Let

a)

V. Party Tonight

+

Left Context

Obfuscation

My mom's totally blocking me from
hitting up the party tonight.

Q®C

3. Filters

T

My mother will not allow me to
attend the festivities tonight.

Attendance for me at the party
tonight is forbidden by my
maternal authority.

My mom'’s totally blocking me
from hitting up the party tonight

*

2. Over-Generation

| am so annoyed. _> | w |




Innovations: Filtering

Filtering

®Reduce pool and allow personalization of user Obfuscation

®\\Ve used the following: My mom’ ttal blocking me from Hiing up the
® Grammar: Corpus of Linguistics Acceptability (ColLA)
® Content Preservation: Natural Language Inference (NLI) @

® Customizable!
®| ength
® Formality
®Grade level

3. Filters




How does JAMDEC perform compared to other methods?




JAMDEC: Experimental Setup

® Jwo Datasets
1. Extended-Brennan-Greenstadt: collection of formal
scholarly passages
2. Blog Authorship Corpus: diary-style entries from

blog.com
® Number of Authors: 3.5, or 10

eBaselines
e Stylometric: rule-based changes such as synonyms, number of words, punctuation,

etc.
® Round Trip Machine Translation: English —> German —> French —> English
® Mutant-X: lteratively re-writes and combines randomly

®Paraphrase w




JAMDEC: Evaluation Metrics

® Authorship obfuscation traditionally evaluated (automatically) on:

1. Obfuscation 2. Fluency 3. Content Preservation

How well does the How understandable is How similar in meaning is
rewritten text obfuscate the text? the generation to the

the author style?

original text?

Metric: Drop-Rate using Metric: Probability of Metric: Probability of two-
automatic authorship acceptable grammar way entailment using NLI

classifier (ENS and using CoLA model
BertAA)

® Overall Task Score: average of the three metrics
Drop Rate + NLI + ColA

3

Task Score =

model




JAMDEC: Automatic Evaluation

Dataset Metric Mutant-X Paraphrase Machine Stylometric JAMDEC
Drop Rate (ENS) -0.04 0.04 0.04 -0.03 0.11
Drop Rate (BertAA) 0.04 0.04 0.08 0.12 0.04
Scholar - 3 NLI 0.61 0.62 0.75 0.50 0.81
ColA 0.51 0.78 0.69 0.46 0.79
Task Score (ENS) 0.36 0.48 0.49 0.31 0.57
Task Score (BertAA) 0.39 0.48 0.51 0.36 0.55
Drop Rate (ENS) 0.08 0.2 0.2 0.23 0.13
Drop Rate (BertAA) 0 -0.06 0.07 0.04 0.14
NLI 0.57 0.62 0.74 0.48 0.82
Scholar -5 ColA 0.55 0.77 0.69 0.46 0.79
Task Score (ENS) 0.4 0.53 0.54 0.39 0.58
Task Score (BertAA) 0.37 0.44 0.50 0.33 0.58
Drop Rate (ENS) 0.13 0.35 0.3 0.21 0.32
Drop Rate (BertAA) 0.06 0.4 0.11 0.08 0.32
Blog - 10 NLI 0.61 0.46 0.62 0.75 0.67
ColLA 0.45 0.62 0.54 0.41 0.74
Task Score (ENS) 0.4 0.48 0.49 0.46 0.58
Task Score (BertAA) 0.37 0.49 0.42 0.41 0.58

JAMDEC
had the
highest

overall Task
Score on
every
dataset!




JAMDEC: Automatic Results

1.5B vs. 175B

GPT3-Turbo JAMDEC
Dataset Metric Sentence Paragraph
Drop Rate (ENS) 0.23 0.23 0.11
Drop Rate (BertAA) 0.13 0.09 0.04
NLI 0.77 0.73 0.81
Scholar - 3
ColA 0.76 0.8 0.79
Task Score (ENS) 0.59 0.59 0.57
Task Score (BertAA) 0.55 0.54 0.55

Performs similar to much larger models!




Would humans also agree that JAMDEC outperforms other methods?




JAMDEC: Qualitative Results

Method Generation

The Ex. An ex holding a grudge can do a lot of damage in a short amount of time. He

Original , _
J knows enough to open accounts in your name, and he has the motive to hurt you.

The Ex. An ex holding a bitterness able ought a lot of damage in a length quantity
Mutant-X of time. He knows enough to ascend accounts in Your prefix, and he has the Ungrammatical
justifiable to impair You.

A lot of damage can be done In a short period of time. He knows how to open
Paraphrase accounts In your name and he wants to hurt you. Incorrect Content

The former. An old man who holds a knife can make a lot of damage in a short time.
Machine Translation He knows enough to open accounts in your name, and he has the reason to hurt you. Incorrect Content

An ex holding, a grudge can do a lot inside damage in a brief amount in time, yet
Stylometric he knows enough to open accounts in your name, and he has the motive to hurt you.

Missing Meaning

The Ex. When the ex is holding his grudge against the person who caused him lot
of damage to his life, he is short sighted and will do anything in his power to get

JAMDEC back at that person, no matter how much it will hurt the person he is trying to get
revenge against. He knows enough to open accounts in your name, and he has the

motive to hurt you.

W




Having to do over-generation seems like it would take more
time than other methods




JAMDEC: Computational Time

Low time-consumption! : : :
L High time-consumption!
Maintain Performance

Method
T V¥V JAMDEC 50
g 055 V¥V JAMDEC_20
i{_, JAMDEC_10
L o X ® Mutant-X
m - Paraphrase
O X Machine Translation
O 045 Stylometric
b A JAMDEC_50_Best |
% Best keyword extraction,
o 0-40 A JAMDEC_20_Best type of constraints, type
® JAMDEC_10_Best [d¥ , VP
of algorithm (sampling?
0.35 1 . . . . . . iversity?
: 4 : : : : . Diversity?)

<+—Time per Example (hours)

*Keybert, only the raw constraint (no medium constraints), sampling, ordered, and with diversity



More in the Paper

® Comparison of trade-off between obfuscation, content-preservation, and
grammaticality

® Ablation of JAMDEC Method (different beam width, with/without diversity, different
filters, etc.)

® Comparison of “Style Transfer” methods

® Evaluation using “Adversarial Threat Models”

® Discussion of similarity to other tasks (paraphrasing, style transfer, authorship

attribution, etc.)

e And MORE!
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Improving on Text to Text Generation Tasks

Tasks:

Style Transter Authorship
Obtuscation
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Methods:

Inference Time Only Expert Distillation Knowledge Distillation +

Method Method Inference Time Method




¥ STEER: Unified Style Transfer
with Expert Reinforcement

Skyler Hallinan, Faeze Brahman, Ximing Lu, Jaehun Jung, Sean Welleck, and Yejin Choi
Findings of EMNLP, 2023. Presented at NILLI 2023.



Background: Style Transfer

Out-of-

domain

Standard Style Transfer

--------------------------------------------------------

\_

He doth loves me

g
#PeasAreYUMMY
-  Style Transfer
Model
Where you at? (:
_

He loves me

7797

777

------------------------------------------------------

S E E E E E EEEEE S B m®

--------------------------------------------------------

1 In-domain

In-domain

-

--------------------------------------------------------

Unified Style Transfer

\

He doth loves me

r

\

#PeasAreYUMMY

(

Where you at? (:

Unified Style
Transfer Model

Problem: No parallel data and a poor initial policy

<

<

--------------------------------------------------------



Method: STEER

1) Expert-guided Data Generation

-

DEXPERTS Controllable Generation

\

[ Input: x,
l

. l

Steer towards style s, an

(@ ) .
155 190
AR
Paraphraser Style s,
Base Model
% Y Expert

l

d away from s,

[ e

Style Si

]1[
Vo V1 V2

Base Logits

)

Vo Vi V2
Expert Logits

_ \

‘ >

@nti-)Expey

!

Vo Vi V2

Anti-Expert Logits

v
Output: x,

/

Over-generate \

1640

Machine-generated, pairwise data

[ #PeasYUMMY ] ( #PeasYUMMY ]

Peas'taste

Peas are

good sour
v v
Style s, Style s,
Fluent Fluent
Similar Similar x
meaning meaning
Selected Not Selected
v

.*
-------------------------

| A 4

Data Pool Df

2) Reinforcement Learning

/Step 0: Offline RL

Quark

&

Exploration |
7
Use the policy
to generate a
new data pool D,.
Then, set

Step k: Online RL |

-

y

-

-

A —

Data Pool Df

. )
lO‘Q

\ Policy 6 J

Training

Optimize the policy 0 via:

Reward

Score the new

data based on:

® Style s,
® Fluency

® Similar
meaning

*
\ 0" = argmaX]ExSthe(.lei,St)V(xSi,xst,st)

~




Dataset Style Size | Style Size

Shakespeare 27.5K | Lyrics 5.1IM

® Training: the Corpus of James Joyce 41.2K | 1810-1830  216.0K

Diverse Sty\eg (CDS) [1] English Tweets 5.2M | 1890-1910 1.3M

. AAE Tweets 732.3K | 1990-2010 2.0M

° 15 m'”!oh sentences Romantic Poetry 29.8K | Bible 34.8K
with minimal Switchboard 148.8K

preprocessing

e 11 diverse styles from
mu‘tip‘e sources if y- you know instead of
including the web ana

. and uh cranberry sauce i- |
literature could eat just that and be
satisfied

e Examples demonstrate the

diversity of the corpus Shakespeare Switchboare

[1] Krishna, K., Wieting, J., & lyyer, M. (2020). Reformulating Unsupervised Style Transfer as Paraphrase Generation. ArXiv, abs/2010.05700.



Evaluation

® Style transfer traditionally evaluated on:

e Target Style Strength: How well does the style transfer fit in the target style?
 Fluency: How understandable is the text?

e Meaning Similarity: How similar in meaning is the generation to the original text?

® Style transfer metrics can be assessed with automatic classitiers

® Following previous work [1], we take an aggregate of the three metrics, to
get a single score representing the overall quality of style transfer

[1] Krishna, K., Wieting, J., & lyyer, M. (2020). Reformulating Unsupervised Style Transfer as Paraphrase Generation. ArXiv, abs/2010.05700.



Experiments

® In-Domain Evaluation:

* \We generate a data pool with style transfer pairs from each of the 11 C
other styles and train a GPT2-large policy using STEER.

e For evaluation, we assess the performance of our model transterring to
target styles with 1000 random sentences from all other styles

® Qut-of-Domain Evaluation:

DS styles to all

each of the 11

e We evaluate the trained model from STEER on two styles unseen during training: the

formal and informal styles from the GYAFC corpus [1]

® Baselines:

* Instruction-tuned GPT3 (774M param), GPT2-large based methods: P-A-R [2] and STRAP [3]

[1] Rao, S., & Tetreault, J.R. (2018). Dear Sir or Madam, May | Introduce the GYAFC Dataset: Corpus, Benchmarks and Metrics for Formality Style Transfer. North American Chapter of the Association for

Computational Linguistics.

[2] Suzgun, M., Melas-Kyriazi, L., & Jurafsky, D. (2022). Prompt-and-Rerank: A Method for Zero-Shot and Few-Shot Arbitrary Textual Style Transfer with Small Language Models. ArXiv, abs/2205.11503.

[3] Krishna, K., Wieting, J., & lyyer, M. (2020). Reformulating Unsupervised Style Transfer as Paraphrase Generation. ArXiv, abs/2010.05700.



How does STEER perform compared to other methods?




Results: In-domain

GPT-2 Large GPT-3 (text-davincii-003)
Target Style STEER STRAP P-A-R k=0 k=1 k=5 k=10
AAE Twitter 7.4 3.8 23.2 11.2 25.4 22.7
Bible 26.9 6.6 5.2 16.0 20.2 21.0
1810-1820s 11.1 3.5 14.7 15.9 17.4 17.0
1890-1900s 12.3 4.4 8.6 9.1 10.4 10.1
1990-2000s 16.6 4.3 7.9 13.0 17.5 17.2
English Twitter 8.0 5.5 35.0 23.6 32.0 29.5
James Joyce 11.8 5.4 3.4 1.3 1.6 2.6
Song Lyrics 20.2 7.7 12.2 15.4 11.2 13.2
Romantic Poetry 15.7 2.8 1.1 3.4 6.2 4.9
Shakespeare 9.1 2.5 9.6 10.0 9.7 9.7
Switchboard 21.1 1.7 0.1 0.3 5.3 13.7
Overall 14.6 4.4 11.0 10.8 14.3 14.7

Table 1: Comparison of 11-way style transfer on the CDS dataset measured by aggregate score V) with different
methods, including STRAP (Krishna et al., 2020) and P-A-R (Suzgun et al., 2022), using GPT-2 Large (774M), and
GPT-3 (175B). Bold and underline denote the highest and the second-highest score respectively in each row.




What about for styles that are out-of-domain?




Results: OQut-of-domain

GPT2-Large GPT-3 (text-davincii-003)
STEER STRAP P-A-R k=20 k=1 k=25 k=10

Target Style Inf. For. Inf. For. Inf. For. Inf. For. Inf. For. Inf. For. Inf. For
AAE Twitter 18.7 132 25.6 10.6 31.7 292 215 179 30 28.8 30.2 27.6
Bible 22 229 0.3 1.6 4.3 4.4 1577 159 18.0 190 198 195
1810-1820s 5.9 10.L0 1.2 4.7 124 156 143 169 17.6 21.6 169 20.1
1890-1900s 10,0 134 44 11.0 99 11.8 139 138 146 144 138 133
1990-200s 226 32.1 11.8 314 16.7 20.7 285 325 315 347 284 328
English Twitter 201 221 324 335 374 418 30.1 295 349 364 325 350
James Joyce 10.9 132 3.2 7.9 2.9 3.3 2.7 2.3 3.1 2.5 3.3 2.8

Song Lyrics 22.1 232 103 124 193 129 223 184 193 162 242 20.1
Romantic Poetry 8.9 10.8 0.8 0.9 2.0 1.1 5.2 4.3 7.0 4.7 6.0 3.9

Shakespeare 11.1 104 1.3 4.1 129 151 153 147 134 15.2 13.8 15.2
Switchboard 29.7 35.1 5.2 6.1 0.1 1 0.3 0.1 9.7 134 15.6 23.0
Overall 16.5 18.8 8.8 11.3 13.6 142 154 151 18.1 188 18.6 194

Table 2: Comparison of style transfer to each of the 11 styles in the CDS dataset measured by aggregate score
) from two out-of-domain styles from the GYAFC corpus. For. and Inf. denote the formal and informal styles
respectively. Bold and underline denote the highest and the second-highest score respectively in each row.




Examples

® \\le demonstrate examples of
STEER vs other methods

Input: Can’t sleep at all. Smh. Transfer: AAE — 1990s-2000s

STEER
GPT-3
STRAP
P-A-R

I mean, I can’t sleep at all.

I am unable to obtain any rest; shaking my head in disbelief.
I don’t want to sleep.

Can’t sleep at all, smh.

Input: Yeah one one way or another  Transfer: switchboard — rom. poetry

STEER
GPT-3
STRAP
P-A-R

One way, or another, or both

Aye, one mayhap will find the way.
And one way or the other

Yeah one one way or another

Input: In his fear, he dare not face me  Transfer: lyrics — bible

STEER
GPT-3
STRAP
P-A-R

And he will not dare to face me: for fear of me is in his eyes.
And his fear was great, so that he could not stand before me.

For he that 1s afraid of me 1s of me; but he that is of me is of him.
In fear he came and hid himself, because God was near to him

Table 3: Examples of style transfer pairs generated by
STEER and other methods. GPT-3 1s run with 10-shot.



Would humans also agree that STEER outperforms other methods?




Human Evaluation

Aggregate Score (V. y) Target Style Strength Fluency (Fy) Meaning Similarity (MSp)
35 55 - o r 98 90 36 3
32.1 - 06.3
- 96 A
304 29.0 >0 on s | 80
45 - 94 -
25 - " o 65.4
i 92 - 91.5 4. :
36.3 355 04.9
20 - 19.3 35 A 90 - 60 -
30 A
15 - B0 50 -
25 A
380
10 20 40
GPT-3 STRAP STEER

Figure 3: Style transfer quality VV.g on CDS, averaged
across all 11 styles, with fluency and meaning similarity
human evaluation. TSS is automatically computed. '’
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StyleRemix

Interpretable Authorship Obfuscation via
Distillation and Perturbation of Style Elements

Jillian Fisher*, Skyler Hallinan*, Ximing Lu, Mitchell Gordon, Zaid Harchaoui, Yejin Choi

EMNLP 2024
*Co-First Authors



StyleRemix

® an adaptive and interpretable

obfuscation method that perturbs

specific, fine-grained style

elements of the original input text.

® Pre-Obfuscation:
1. Generate Training Data for

each m style
2. Train Low-Rank Adapters
(LoRA Adapter)

Pre-Obfuscation

P

1. Create m Training

Datasets Base
Training

Data

{ é

2. Train LoRA
Adapter




StyleRemix

® an adaptive and interpretable
obfuscation method that perturbs
specific, fine-grained style elements

of the original input text.

® Obfuscation
1. Evaluate Original Author Style

2. Choose Style Adapters

3. Generate Obfuscated Text

Pre-Obfuscation

Obftuscation

1. Evaluate Original 2. Choose Style 3. Generate
Author Style Adapters Obfuscated Text

Original: “Oh, how | just adore listening to

Author-Guided Style Selection , .
jazz on a cool summer eve.

‘Author
*Average Base Model
c
9
)
O
=
“© oo o
>
LLl
2 +
)
n Style m
Adapter
- N

Obfuscated: “\When it is a cooler summer

evening, it is pretty rad to listen to jazz.
N /




- Pre-Obfuscation )

) N PN
@ ©. @

- -

4 O

Which style axis should we use??

e

Stylometry

Length
Rule [ Function Words \

Based

Classifier
Grade Level

Classifier— Formality /

" Do these styles differentiate |
\ authors? ;

\ PCA Analysis of
Authorship Style
2 .
p v
£ 17
5 a1 %
<
U X lim
a. 4. .
-
-2 0 2 a
PCA Dim 1
Novels Speeches Scholar Blog
—de— Hemingway —@= Trump == Scholar-H -~ Blog-1
—de— Fitzgerald ~@= Obama =¥ Scholar-PP =il Blog-2
Woolf Bush Scholar-QQ == Bloa-3
- Blog-4
Blog-5




Pre-Obfuscation: Adapter Training Set

Style Axes
4 )
Length
Function Words
Grade Level
Formality
\_ _/
Base Training Dataset
4 )
Book
Wikipedia +:|c; Z Blog
\ ’ J

ﬁ)istilled Style Componenth
Dataset (DiSC)

® A set of web, book, and blog
texts rewritten towards 16
distinct style directions across

seven style axes

\_ /

|_>Used to train style adapters'

\\//



Pre-Obfuscation: Train LoRA Adapter

Pre-trained [&¥S

W, € R&Z
Model o &4 i -
xpensivel Ixr
/ A~ A € R= rank(r) << min(d, k)
Update AW € Rk < *Low-Rank Adaptation*
~ B € RXK
Updated

j W, Wx  [Wyx + ABx

Model




Pre-Obfuscation: Train LoRA Adapter

One for each
Style Axis

Updated
Model

Grade Level: Higher

| am currently initiating my actions by formally aligning them. Subsequently, it might be an option for us, aligning to your
preferences, to engage and might find ourselves addressing various issues by effectively initiating our various activities.

) 2
Length: Higher Formality: Higher
@ And at this point, | intend to execute the executive order. ( \ | will now proceed with the execution of the executive action.
Following that, if you are interested, we can proceed to aska [ ¥---. NI [ & P W DL e Y| Subsequently, should you wish, we may engage in a brief
\)t few questions. Orlglnal (Trump) question-and-answer session.
J And | will now sign the executive - /
A action. And then, if you want, we 4 h
Sarcasm: Higher . Intent: Narrative
Oh, and let's not forget the piece de résistance: the executive . can aSk a feW queStIOnS. . | reached for the pen, ready to sign the executive action that
action. After that, if you're so inclined, we can move on to the |4~ K “*® | had been on my desk all morning. "And then," | continued, "if
fun part—questions. .’ .. you have any questions, we can address them after this.”
y N\ TN\
. ~" // Y
a RNE ) L O ) )
Function Words: Higher Voice: Passive Ny
And | will now sign the executive action. And then, if The executive action will now be signed by me. And - — 4
you wish, we can ask a few questions. then, if you wish, a few questions can be asked by us.
\_ J // —2 _J
YN
\ \
| ﬁ | )|
@ / v \O/ .
e N



-~

How do we select the LoRA adapters???

~

an do this. | know we can, because

we've done it before...

J

~
We c

A

>

Original Text (Obama)

~




Obfuscation: Select Style Axes

(

We can do this. | know we can, because
we've done it before...

~

A \ Y
. ) Original Text (Obama)

1. Evaluate Author Style

Function

Grade

Metric |Length Formality |Sarcasm | Voice | Intent*
Words | Level
Obama| 0.8 0.4 0.6 0.8 0.4 0.2 0.5
Average| 0.6 0.7 0.4 0.3 0.4 0.3 0.5
Diff. 0.2 -0.3 0.2 0.5 0.0 -0.1 0.0




Obfuscation: Select Style Axes Weights

a A

We can do this. | know we can, because
we've done it before...

_J
Original Text (Obama)
1. Evaluate Author Style
-— 3. Choose weights of
style Axes
3.a) Static Weight Selection 3.b) Dynamic Weight Selection
# of Std. from the average: std(x,) Optlmlzat|01.1 of loss Ic?ased on style
” axis evaluations
0.7, ifstd(x) <1 -
B 0.9, ifl1 <std(x;) <2 7 Z {vl-, | f\lgher_l_ o f
Wi 1.2, if2 < stc ()_Cl-) <3 v.E{v,v,} I- Vio  IT1OWET
1.5, it std(x,) >3

v; = Average style score of  f = fluency score
test set



Obfuscation: Select Style Axes Merging

1. Evaluate Author Style

~

we've

We can do this. | know we can, because

~

done it before...

J

o
"/
4 ?
4
/
\\
\\

3. Choose weights of

style Axes

j Ori

ginal Text (Obama)

4. Combine Style Adapters

—””’Z;:;equenﬁal

Intermediate Text

Base Model

1.2 X

Base Model

4.a Adapter Merging

Base Model
+

O
+10.7X
c
O
I
cl1.2%
O
O



How does StyleRemix perform compared to other methods?




StyleRemix: Experimental Setup

® Four Datasets (AuthorMix)
1. Extended-Brennan-Greenstadt: collection of formal scholarly

passages
2. Blog Authorship Corpus: diary-style entries from blog.com

3. Presidential Speeches: transcript of presidential speeches
(Trump, Obama, Bush)
4. Novels: 1900s Fiction writers (Fitzgerald, Woolt, Hemingway)
® Number of Authors: 3 or 5 J.']

® Baselines
® Stylometric: rule-based changes such as synonyms, number of words, punctuation, etc.
® Round Trip Machine Translation: English —> German —> French —> English
® Mutant-X: lteratively re-writes and combines randomly
® Paraphrase
e JAMDEC
®|nstruction-tuned LLMs


http://blog.com

StyleRemix: Evaluation Metrics M

® Authorship obtfuscation traditionally evaluated (automatically) on:

1. Obfuscation 2. Fluency 3. Content Preservation

How well does the How understandable is How similar in meaning is
rewritten text obfuscate the text? the generation to the

the author style? original text?

Metric: Drop-Rate using Metric: Probability of Metric: Cosine similarity
automatic authorship acceptable grammar of word embeddings

classifier (ENS and using CoLA model
BertAA)

® Overall Task Score: average of the three metrics
Drop Rate + NLI + ColA

3

Task Score =




Results StyleRemix outperforms all baselines
AuthorMix - Blog (Auto.) in obtuscation and overall quality!

40 30 90 22
30 6/.5 30 16.5
20 55 /0 11
10 42.5 60 5.5
0 30 50 0
Obfuscation Similarity Fluency Overall
Llama-2-Chat-7B Llama-2-Chat-13B LLama-3-Inst-8B B Llama-3-Inst-70B B Gemma-Inst-7B

Paraphrase Machine Translation Stylometric  JamDec B StyleRemix



Would humans also agree that StyleRemix outperforms other methods?




Results

Human Evaluation

StyleRemix has best
overall obfuscation
quality, even
compared to much
larger models!

Grammar (T)

100 -

80 -

60 -

40 -

98.099.097 398.797.8

86.7

98.2

Less Content Added (1)

100 -
83.5
80 - 77.279:2 80.2
60 -
40 41.6
Llama-2-7b
Llama-3-8b

Fluency (T) Content Preserved ( T)
100 1 94.8 95.495.096.195.5 956 | 100 -
388.3 89.7 90.3 89.9
81.9 8364, 5

80 - 80 -

60 - 60 - 57.9
40 A 40 -

Obfuscation (1) Overall (1)
100 - 70 - 69.9
66.3 65.5 05.8
83.0 62.0
80.2 80.6 -
72.5
50 -
60 -

40 -

40 - 32.2
30 -

Llama-3-70b Paraphraser StyleRemix
Gemma-7/b JamDec




StyleRemix: Qualitative Results

Method Generation

100%! | was surprised, but not complaining lol. But yeah Mr. Curphey’s now on crutches,

Original hobbling around the classroom and still teaching us like his usual self.

Mr. Curphey is currently using crutches in the classroom, but he is still teaching us with his usual

Paraphrase Ungrammatical

enthusiasm and enthusiasm. | was taken aback, but | didn’t feel any remorse.

100 per cent! | was surprised, but | dont complain lol. But yes, Mr. Curphey is now in the

Machine Translation gardens to walk through the classrooms and still teach us as his ordinary self. Ungrammatlcal

One hundred percent; i was surprised, but not complaining |, as but yeah Mr. murphy ‘s now on

Stylometric crutches, sobbing around the classroom and always teaching us like his usual self. Incorrect Content

100%! | was surprised, but not complaining lol. But yeah Mr. Curphey’s now on crutches,

hobbling around the classroom and still teaching us like his usual self.

JAMDEC Unchanged

100%! | was taken aback, but | wasn’t about to grumble about it, haha! But yes, Mr. Curphey’s

now on crutches, limping around the classroom, and yet he’s still teaching us as himself, busines Similar Style

Llama-3 (8B) as usual.

Initially, | experienced a notable degree of surprise, yet my responses remain devoid of
StyleRemix significant complaint. Currently, Mr. Curphey, significantly, is navigating our classroom utilizing Q/Q/Q/
crutches, effectively maintaining his usual style of instruction, significantly.



StyleRemix: Qualitative Results

Method

Original

Paraphrase

Machine Translation

Stylometric

JAMDEC

Llama-3 (8B)

StyleRemix

Generation

| recognize that times have changed since | first spoke to this convention. The times have

changed, and so have I. I'm no longer just a candidate. I'm the President.

Since | first addressed this convention, | have seen significant changes. As a result, | have

evolved from a candidate to the

| recognize that the times have ¢
changed, and that's how | have.

Ungrammatical
current President. 9

nanged since | first spoke to this convention. The times have [

'm not just a candidate anymore. | am the President.

| acknowledge that times have c
changed, and so have I. | am no

It's important to remember where we came from, where we're going, and what we're trying to

do," he said, adding, "Il think it's

country, and we have a responsibility to make sure that we preserve it for our children and our
children’s children, and that's what we're going to do,”.

Since my initial address to this esteemed convention, | have come to ac- knowledge that the
times have indeed changed. So too have |. Gone are the days when | stood before you as a

nanged since | 1st spoke to this convention, and the times have Ungrammatical

longer just a candidate; and myself ‘m the President.

important for all of us to be. We are the people who built this Added Information

mere candidate, eager to make my case. Today, | stand before you as the President, with a Added Information
wealth of experience and insight gathered during my time in office.

Oh, how the world has transformed since | first addressed you all here! Indeed, the world has WQ/

shifted, and so have . It's not just about being a candidate anymore—it's about being the
President.usual style of instruction, significantly.




Language Model Scaling

Can these models still be useful?

Size

___ Capability




Takeways

® Small models can be incredibly capable!

...with thoughttul inference time algorithms
...with high-quality data curation (also from small models!)

...with plug-and-play inference-time adapters

® \Why small models?

® Accessibility

® Customizability

® Cheaper training and inference

® | et's keep innovating beyond purely scale!

JAMDEC: Unsupervised Authorship
Obfuscation using Constrained
Decoding over Small Language Models

Jillian Fisher, Ximing Lu, Jaehun Jung, Liwei Jiang, Zaid Harchaoui, Yejin Choi

Findings of NAACL, 2024.

‘¥ STEER: Unified Style Transfer
with Expert Reinforcement

HaB&

Skyler Hallinan, Faeze Brahman, Ximing Lu, Jaehun Jung, Sean Welleck, and Yejin Choi
Findings of EMNLP, 2023. Presented at NILLI 2023.

StyleRemix

Interpretable Authorship Obfuscation via
Distillation and Perturbation of Style Elements

Jillian Fisher*, Skyler Hallman , Ximing Lu, Mitchell Gordon, Zaid Harchaoui, Yejin Choi

EMNLP 2024
*Co-First Authors




Thank You!

JAMDEC STEER StyleRemix

https://arxiv.org/abs/2402.08761 https://arxiv.org/abs/2408.15666v1 https://arxiv.org/albs/2408.15666v1
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Contact Jillian Fisher & Skyler Hallinan at jrfish@uw.edu and shallina@usc.edu
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Extra JAMDEC Results




It seems like there might be a tradeoff between obfuscation, content
preservation, and fluency...




JAMDEC: Inherent Tradeoff

Scholar Scholar

0.40 - 0.40 -

0.35 A 0.35 -

0.30 - 0.30 - Methods

0.25 - 0.25 -

Paraphrase

0.20 1 0.20 - .
— Stylometric
VN s 0.15 -
2 | Mutant-X
E 0.10 0.10 - MT
.8 0.45 050 055 0.60 0.65 0.70 0.75 0.80 0.45 050 055 060 065 0.70 0.75 JAMDEC
(V)
o Blog Blog
Q 35 0.35 -
o ° |
-
0 ;3. 0.30 -

0.25 - 0.25 -

0.20 - 0.20 -

0.15 - 0.15 -

045 050 055 060 065 070 0.75 0.40 0.45 050 055 0.60 0.65 070 0.75

NLI (Content) —» ColLA (grammar)—>»



Does our innovation to the pipeline result in better
downstream performance? Likelihood Keyword Extraction?
Constrained-Diversity Beam search?




JAMDEC: Keyword Extraction Comparison

Scholar - 3 Scholar - 5 Scholar - 10
. Keyword Extractor
0.8 1 084 .
Method
0.6- 06 0.6 - All
KeyBERT (embeddings)
04 Likelihood-T5S
0.4 - '
04 Likelihood-GPT2
0.2
0.2 0.2
0.0 0.0
. ! ! T T T OO 7 T T T T T T T T T T
Drop Rate Drop Rate NL]J CoLA % pass Drop Kate Drop Kate  NL]J CoLA % pass Drop Rate Drop Rate NLJ CoLA % pass
(ENS)  (BertAA) NLI/CoLA (ENS)  (BertAA) NLI/CoLA (ENS)  (BertAA) NLI/CoLA

All methods have similar drop rate ( )
Likelihood methods have higher NLI and similar CoLA (Fluency/Grammar)

Using all three results in higher % passing NLI/CoLA threshold
L> Each method produces diverse set of keywords




JAMDEC: Diversity Results

JAMDEC
Dataset Metric W/O Diversity W/ Diversity

Drop Rate (ENS) 0.01 0.11
Drop Rate (BertAA) 0.08 0.04

Scholar - 3 NLI 0.87 0.81
ColA 0.86 0.79
Average Gen. 0.16 0.52

Drop Rate (ENS) 0.1 0.1
Drop Rate (BertAA) 0.01 0.14

Scholar -5 NLI 0.87 0.76
ColA 0.87 0.85
Average Gen. 0.16 0.48

~ 5 % increase in Obfuscation
~ 6 % decrease in NLI/CoLA

~ 35 % increases in generations
passing NLI/CoLA threshold
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Extra StyleRemix Results




Pre-Obfuscation: Train LoRA Adapter

Style Axis (metric)
Length (words/sent)

Original

Function Words (# func. words)

Grade Level (avg. of 3)

Formality (model score)

Sarcasm

Accuracy (human evaluation)

Voice

Writing Intent (4 classes)




